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Abstract—The Internet-of-Things is no longer confined to end-
users and private homes. Industrial IoT (IIoT) is supposed
to improve industrial processes and make them more efficient.
However, IIoT technologies may also pose (significant) security
threats. Therefore, it is important to understand the balance
between security awareness and willingness to adopt IIoT among
manufacturing companies.

In this paper, we explore companies’ willingness to adopt
IIoT, their willingness to participate in trainings on IloT, and
contrast this to their current security awareness. We investigate
classes of companies through latent class analysis based on a
survey of over 130 industrial firms. We collected this sample
from the Netherlands, as earlier research demonstrated that
the Netherlands are generally comparable with other western
countries in terms of technology adoption, while focusing on a
single country reduces other potential noise effects.

We find that the class of companies most susceptible and
willingness to participate in educational awareness programs is
comprised of companies with a high intention to adopt IloT
technologies, but with lowest awareness of their security threats,
that is, companies that may be impacted the most by insecure
IIoT devices. In contrast, the companies of the other class are
highly aware of risks associated with IIoT, but also averse
to adopting IIoT for their production processes. Furthermore,
we find that smaller companies are more likely to be risk-
aware and IloT averse, while larger companies embrace IloT
while being risk unaware. The classes that we identified are
robust to company age, market segment, current information
and communication technology usage, and degree of production
focus. Our findings highlight the need for policy makers to target
their security awareness programs on adopting IIoT technologies
to “smarten up” industrial processes to specific company classes,
which increases the educational efforts’ efficacies. Otherwise, an
apparent information imbalance skews the economic incentive
model behind IIoT adoption, potentially leading to a future of
dramatic IIoT security incidents.

I. INTRODUCTION

The industrial Internet of Things (IIoT) has revealed new
ways of reducing costs while creating added value within
industrial processes, by increasing connectivity and tracking
activity across supply chains. Based on IoT technologies, the
IIoT combines the benefits of machine learning, sensor data,
and machine-to-machine (M2M) communications that have
been present in industrial areas for years. However, while
IIoT creates opportunities for the industry to transform into
a smart industry, it also comes with risks. Conventionally,
industrial companies are seen as conservative in adopting new
technologies, and prior work identified risks and challenges

that are further slowing down IIoT adoption [69, 71, 76,
83]. Security is always a major concern, and one of the
largest perceived risks of IIoT are security errors caused by
humans [29].

In this paper, we aim to gain a solid understanding of
how companies cluster based on the Ilol risk awareness
among decision makers in industrial companies, and how risk
awareness relates to IIoT adoption willingness. We developed
a questionnaire that 139 industrial companies across different
sectors participated in. To reduce noise due to cultural differ-
ences [36], we sampled these companies from a single country,
the Netherlands, which is a typical Type I culture in terms of
social factors influencing technology adoption, comparable to
the United States, Australia, or Germany [51].

Focusing on the industrial production process, we measure
companies’ willingness to adopt IIoT technologies based on
their awareness and risk perception. We then extract response
patterns to categorize industrial companies into groups using
three indicators: (i) willingness to adopt IloT, (ii) risk aware-
ness, and (iii) willingness to participate in training. Leveraging
Latent Class Analysis (LCA), we identify two homogeneous
groups of companies.

Our groups differ significantly in willingness to adopt
IIoT, risk awareness, and the willingness to participate in
educational programs. The first group describes companies
that are willing to adopt IIoT, willing to participate in training,
but unaware of the security risks IIoT can pose. The second
group is effectively the polar opposite: unwilling to adopt
IIoT, and unwilling to participate in training, yet, aware of
the security risks. The two homogeneous groups are robust
to demographic properties of the companies, that is, company
type and company age. We find that company size is a predic-
tor for class membership, with smaller companies being more
risk-aware and IloT averse, while larger companies are less risk
aware and more willing to adopt IIoT. This allows us to better
tailor educational efforts to address this information imbalance,
leading to a distortion of the underlying incentive model: Small
and medium sized enterprises should receive more training on
mitigating risks of IIoT, while larger companies should receive
training on identifying risks of IIoT.

In this paper, we make the following contributions:

« We conduct the first survey on the interplay between IloT

risk awareness and willingness to adopt IIoT.



« We identify a divide between willingness to adopt and
security awareness: Less security aware organizations are
more willing to adopt IIoT technologies.

« We identify the most critical action-items with regard to
IIoT security training for industrial companies.

Following, we first define IloT and provide background
information on the involved security challenges (Section II).
Subsequently, we describe our methodology, including the
survey design and validations (Section III). We then detail
our questionnaire dissemination and report, and discuss the
results of our analysis (Section IV). Finally, we compare to
related work (Section V), report on the limitations of our study
(Section VI), and conclude (Section VII).

II. INDUSTRIAL INTERNET OF THINGS

The general security challenges that Internet-connected de-
vices face are fairly well known, but over eighty percent
(80%) of European companies still experienced one or more
incidents in 2016 [62], possibly because approximately sixty-
nine percent (69%) of European companies have no or only
basic understanding of their security exposure [42]. Nonethe-
less, eighty-one percent (81%) of companies declare IoT to be
critical to at least part of their businesses [63], with only thirty-
nine percent (39%) being confident that they have “sufficient
digital trust —security, privacy and data ethics— into their
adoption of IoT.”

While the topic of security itself, including IoT, is increas-
ingly receiving the necessary political attention, the current
transition of production industry toward “Industry 4.0” intro-
duces a variety of factors that can lead to new vulnerabilities.
Fortunately, at latest since the Stuxnet malware attacks [49],
the possibility of Internet-based attacks on industrial infras-
tructure has also begun to attract the required attention.

Currently, the automation industry is changing, with the goal
to transfer advancements from the information and communi-
cation technology to the production industry, to increase its
efficiency. However, industrial plants and production machines
are different from the ICT sector: they are high investment and
typically follow slower innovation cycles, often decades, which
stands in stark contrast to rapidly changing consumer goods,
like smartphones. This means that the production ecosystem
uses hardware and software for longer periods of time, which
can lead to security issues if devices are being deprecated
by manufactures and receive no more support. The security
problem is further amplified because industrial machines are,
by design, utilizing intellectual property, which can lead to
product piracy, and also because of Internet-wide scanning
and search engines, like Shodan [8], which can allow easy
discovery of vulnerable industrial control systems.

The general goal of the “Industry 4.0” movement is more
than the mere adoption of existing technology (Figure 1). In
fact, this is driven by necessity because industrial companies
are heavily regulated and have different and more stringent
requirements: machines can injure human workers, so there
are significant legal safety requirements. Industrial facilities
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Figure 1: Terminology Overview within “Industry 4.0”

also often run seven days a week, 24 hours a day, and failure-
induced stops are generally very expensive. For example, a
failure in the production process for an automotive company,
like General Motors, that forces a one day stop would result
in over 8,000 cars not being produced. Considering actual
failure-inducing attacks, one can only imagine the potential
impact on critical infrastructure, like water treatment plants.
Already, forty percent (40%) of organizations using robotics
or automation already fear a disruption of operations due to
an attack [63]. Finally, industrial robustness requirements are
very different than those for consumer goods due to heat, dirt,
movement, etc., and one of the main promises of “Industry
4.0” and IIoT is “to bring the key characteristics of the web
— modularity, abstraction, software above the level of a single
device — to demanding physical settings [...]” [9].

III. METHODOLOGY

Following, we discuss the design of our questionnaire, its
measurement goals, and its operationalization.

A. Questionnaire

We assess the willingness to adopt IIoT, the companies’
IIoT risk awareness, and the willingness to participate in
corresponding training through a questionnaire that we de-
veloped specifically for industrial companies across different
sectors. For reference, the entire questionnaire is included as
Appendix C.

1) Target Group

For our study, we focus on the C-level, i.e., the decision
makers, in companies that engage in “commercial production,”
that is, companies whose main objective is continuity and
profit from the production and sale of goods [35]. Specifically,
we focus on industrial companies belonging to category C,
i.e., manufacturing, of the Standard Industrial Classification
(SIC) [84].

It is important that the respondents to our questionnaire are
involved in decision-making processes in regard to IIoI. While
engineers might have a different perspective than the C-level of
a company, this will ultimately not reflect the actual decisions
being taken, unless the management level shares this perspec-
tive. Identifying, whether there is a divide in technical under-



standing and adoption willingness between management and
engineering is an alternative avenue of investigation, which
we consider out-of-scope for the work at hand. Therefore, we
disseminate questionnaire to individuals who are involved in
the design and organization of the production process, both
from a technical point of view and from the side of decision-
making (for example, CEOs, other C-level executives, the
executives’ staff, technical managers, and technical directors).

The target group also had a high influence on our question-
naire design: To prevent survey fatigue, and ensure that the
managerial target group—which might lack in-depth knowl-
edge of security techniques—is able to provide meaningful
responses, we opted for a comparatively simple design. While
we acknowledge that the missing technical depth would be
an issue for a survey of technical staff, in this paper, we
aim to understand the decision making processes around IloT
security.

Furthermore, since the nationality of a company may be
a confounding factor, we ask respondents about the location
of their company’s headquarter. The headquarter’s location is
important because it is often at the core of the decision-making
process, including decisions on adopting IIoT technologies or
participating in education-related activities.

2) Reliability and Validity

Following current best practices, to increase response rate
and safeguard the reliability of our questionnaire, we conduct
our survey anonymously, keep it brief, use closed questions
and propositions, and define IIoT to provide a common foun-
dation. To ensure that the participants actually have a sufficient
and meaningful understanding of IIoT, we ask them to briefly
define IIoT in a free-text-field, and matched their understand-
ing to that presented in Section II. We only include respondents
that provided a matching definition in our analysis.

Furthermore, we develop multiple questions to cover the
complex concept in our study, like IIoT risk awareness and
willingness to participate in training, which allows assessing
validity and reliability. We can ask about a company’s will-
ingness to adopt IIoT and the company’s properties, like type,
size, and age, directly, which is why we measure each with
one question.

In particular, we leverage a five-point Likert scale to provide
a range in which a respondent can find an appropriate answer.
We limit the influence of accidental circumstances, such as
fatigue and accuracy, which may otherwise influence our
results’ reliability [65] through the following steps: We pay
special attention to use concrete, specific, short, and simple
questions and statements, so that respondents will interpret
them consistently, and we provide explanations and examples
for difficult, broad or new concepts, such as IloT technology,
education, and awareness activities.

Finally, we verify the reliability of our questionnaire through
a Cronbach’s alpha test (Section IV).

3) Pilot

To ensure the quality of our questionnaire, three experts
in the field of IIoT technologies examined and analyzed
the questionnaire. We approached the experts because IIoT

is a relatively new and particularly technical concept given
its industrial focus. The experts validated that all questions,
examples, and explanations are technically correct and practi-
cally relevant, that is, relevant to industrial companies. Based
on their findings, we adjusted the technical description and
practical examples in the introduction of the questionnaire and
Question 1.

We then asked three companies to complete the question-
naire and provide feedback, so that we can validate that the
questionnaire is understandable, clear and relevant to the target
group. Piloting the questionnaire with these companies also
allowed us to verify that the questions leave no room for
erroneous interpretations, and provide an estimated time of
completion for the entire questionnaire, which helps to set
respondents’ expectations in terms of time commitment and it
can counter fatigue. The pilot participants’ feedback indicated
that they understood the questions and propositions and answer
them accordingly, and that they are relevant to their business.

B. Operationalization

We focus on three core concepts in our study: (i) the
willingness to adopt IIoT, (7i) IIoT risk awareness, and (iii) the
willingness to participate in IloI-relevant training. Following,
we describe how we translate these concepts into measurables
that we can analyze. We provide an overview of the ques-
tionnaire’s structure and its variables, and we describe the
operationalization for the explanatory variables (covariates),
the response variables, and the control variable. Response
variables are the concepts that we wish to explain with our
classes, that is, intention to adopt IIoT, IIoT risk awareness, and
willingness to participate in IloT-relevant training. Covariates
are concepts that we expect to influence the membership of
the classes, that is, company type, size and age. We use
three explanatory variables, three response variables, and one
control variable (Table I).

We use company type because prior studies show that
IT maturity differs per industry sector [33]. For instance,
companies in the IT sector have higher readiness and are
more willing to adopt new technologies [59]. For IoT specif-
ically, the level of adoption and maturity differs strongly per
industry; for instance, it is higher in process industries [33],
like agriculture [17]. The willingness to engage in training
has also been found to strongly differ between industry
sectors [32]. Company size is another variable of interest,
although the direction of the relationship with innovation
potential is not evident from existing literature. One stream
of literature considers size positively related to innovation
potential [16, 80] and adoption of IoT in particular [75]. The
explanation is that small companies lack the resources needed
to engage in innovation and adoption of technologies [34], and
consequently invest less in IT innovations per employee [11].
Besides willingness to adopt, small companies more often
lack the resources and expertise to secure information systems
or to understand the importance of doing so [31]. While all
this suggests a positive relation between size and adoption
of IoT, other theorizations would suggest a negative relation.



Table I: Variables, Types, and Corresponding Questions

Variable

Company Age
Company Size

Type Questions
Explanatory 9

Explanatory 10

Company Type Explanatory 11, 12, 13
Willingness to Adopt IIoT Technology Response 1,2

IIoT Risk Awareness Response 3
Willingness to Participate in Training Response 4,5,6,7
Headquarter Location Control 8

Large firms are less flexible, and are therefore less willing
to adopt new technologies quickly [37, 53]. Empirical studies
support that large organizations are hindered by inertia and
fragmented legacy systems, which complicates the adoption
of new Internet-related technologies [88]. Company size is
generally considered to be positively related to willingness
to engage in training [43], although this effect becomes less
strong after a certain threshold of number of employees [45].
Older companies have typically more resources, but are less
flexible in adopting new routines. Company age is relevant
since older companies have more time to build up resources,
for instance for security and training [78]. On the other
hand, existing resources, routines and systems may make older
companies less likely to adopt new technologies [54].

1) Explanatory Variables

The explanatory variables in our analysis correspond to
the variables that describe the classes: (i) company type,
(ii) company size, and (iii) company age. The variables are also
called covariates, and they are predictors of class membership,
that is, their value indicates the class a company is statistically
expected to be part of given its business properties [87].

Company Type
The type of company is defined by three terms: (i) the
market in which it is active (Question 11; business to
business, business to consumer, or both), (ii) whether the
company belongs to the information and communications
technology (ICT) sector (Question 12; yes or no), and
(iii) the type of goods the company produces (Ques-
tion 13; materials or end-user products). The questions
are categorical, with Question 12 and 13 also being
dichotomous.

Company Size
We measure a company’s size in the number of employees.
The corresponding question (Question 10) is ordinal
because a large proportion of respondents may not know
the exact number of employees. We follow Eurostat’s
definition [24, 26]: micro companies have fewer than
10 employees; small companies have more than 10, but
less than 50 employees; medium-sized companies have
more than 50, but less than 250 employees; and large
companies have 250 or more employees.

Company Age
Similar to the company size, we do not expect that
respondents know the exact age of their company. There-
fore, we measure the company’s age through an ordinal

variable of different age groups (Question 9). We derive
the corresponding age groups from prior research by the
European Commission [25]: start-ups (younger than five
years), companies (with an age between six and 11 years),
and senior companies (older than 11 years).

2) Response Variables
The response variables in our study concern themselves with
what we want to measure: (i) willingness to adopt IIoT, (ii) risk
awareness, and (iii) willingness to participate in training.
Willingness to Adopt IIoT
The willingness to adopt IIoT is the intention of a com-
pany to incorporate (more) IIoT technologies in their pro-
duction processes in the next year. We measure the will-
ingness to adopt directly through a dichotomous question
(yes or no, Question 2), similar to how Fosso Wamba et
al. [30] measured the willingness of industrial companies
to adopt radio-frequency identification (RFID) chips into
their production processes. Additionally, we pose an open
question to respondents about their current IIoT usage
(Question 1), which increases reliability on Question 2
and it might address social desirability bias:' We can
compare the answer to Question 1 to our definition of
IIoT, and if they do not match sufficiently well, then we
exclude the response to Question 2 from our analysis.
IToT Risk Awareness
The concept of IIoT risk awareness is broad because
awareness can relate to different aspects of adopting IIoT,
which makes it challenging to measure it accurately in its
entirety. Therefore, we limit the concept to the areas of
security risk, similar to Drevin et al. [21]. We focus on the
following areas that are particularly relevant to security
risk awareness: knowledge of the existing production pro-
cesses that rely on legacy computer systems, awareness
of the risks arising from linking legacy computer systems
to IoT technologies, and risks associated with (a lack
of) systematic computer system updates. We measure
these focus areas through nine statements (Question 3),
which we formulated based on prior work [30], i.e.,
inspired by the general concepts of relative advantage,
complexity, compatibility, and the competitive environ-
ment, interviewing employees of the Dutch Ministry of
Economic Affairs and the Smart Industry program office,
and interviewing IloT experts (who later also verified the
accuracy and representativeness of the statements). As
a result, the statements are closely aligned to the errors
most frequently encountered with IIoT technologies, and
it ensures that they are relevant to measuring awareness
as a predictor. Furthermore, we incorporate the notions of
inattention, imprudence, and lack of knowledge to paint
a complete picture.
It is important to note that the statements do not measure
how secure a company’s IIoT technology actually is,
but that they concentrate on the stage that precedes

'A company might want to appear “hip” by claiming to have adopted
IIoT in their production process already, while not having done so.



IIoT adoption. Specifically, we measure if a company is
aware of the risks associated of managing and operating
production processes linked with IIoT technology.

We assess each statement on a five-point Likert scale from
1. I strongly disagree, to 2. I disagree, to 3. I neither agree
nor disagree, to 4. I agree, and to 5. I strongly agree. We
use this common scale based on prior work that measured
information security awareness at universities [48, 82].

Willingness to Participate in Training

We describe the willingness to participate in training
terms of four factors, which we believe are exhaustive. We
follow the idea from theory of planned behavior by Ajzen,
that is, that the likelihood to engage in specific behavior
depends on attitudes and perceived behavioral control [2].
Whereas attitudes are related to the desires and motiva-
tions of people, perceived behavioral control is related to
the extent to which they feel capable of engaging in the
desired behavior. For the desires to participate, we focus
on motivations, which have more generally been shown to
affect the success rates of educational activities [5]. For
the capabilities to participate, we focus on availability of
time [85], financial means [70], and ability to learn [20].
For each factor, we formulate a corresponding statement:

o time commitment (Question 4)

« financial investment (Question 5)
« motivation (Question 6)

« ability to learn (Question 7)

We measure each statement on a five-point Likert scale,
based on prior research investigating the willingness of
companies to participate in educational activities [3, 23,
56]. Each statement was phrased carefully, based on prior
work by Redmiles et al. [65], to ensure that it accurately
measures the corresponding factor.

In terms of time commitment, respondents indicated on
a five-point Likert scale how many hours per week
they want to commit to training (zero, one, two, three,
or four hours). This scale prevents respondents from
interpreting the time commitment differently, leading to
a more accurate measurement. We limited the range for
education activities to four hours per week because com-
panies are unlikely to commit more than half a day per
week for training activities per employee. Zero training
hours indicate being unwilling to commit any time to
educational activities. Accordingly, a low value on the
Likert scale corresponds to a low willingness to engage
in training activities, while a high value corresponds to
high willingness.

We measure the remaining three factors on a Likert-scale
from 1. I strongly disagree, to 2. I disagree, to 3. I neither
agree nor disagree, to 4. I agree, to 5. I strongly agree.
Therefore, a low value corresponds to a high willingness
to participate in educational awareness programs, while
a high value corresponds to a low willingness to engage.

3) Control Variable and Knowledge Verification

For our questionnaire, the control variable is the location of
the companies’ headquarters (Question 8). It allows us to test if
companies located abroad differ significantly from companies
based in the Netherlands. They may differ because company-
wide decisions, like adopting IIoT or participating in training
activities, are often made at the headquarter. However, if there
is no significant difference in willingness to adopt IloT, IIoT
risk awareness, and willingness to participate in training, then
we can include responses by foreign companies in our analysis.

Furthermore, we asked all participants to describe what they
understand under the term “Industrial IoT.” We used this ques-
tion to: (i) verify whether the participants are knowledgeable
on the topic of IIoT, (ii) ensure that participants definition of
IIoT overlaps with ours, and (iii) identify invalid responses.

IV. REsuLTs

The goal of our research is to provide a foundation to better
target educational awareness programs on IIoT for industrial
companies. To understand how we can target them effectively,
we disseminated our questionnaire (Section III) to industrial
companies, collect data, and analyze it. For our analysis,
we first we group companies through Principal Component
Analysis (Appendix Al) with similar IloT-related behavior
(Section III-B2), and, we then analyze these groups via Latent
Class Analysis (Appendix A2).

A. Recruitment and Ethics

We conducted our survey through SurveyMonkey [81]. We
disseminated our questionnaire through the “Smart Indus-
try” website [72], and their social media [74], including
LinkedIn [73]. We also sent a reminder about our questionnaire
through the “Smart Industry” email newsletter on June, 7
2018. Our dissemination efforts reached approximately 2,200
companies. As we aim to generalize to classes of companies,
and not to the population of all smart industry companies,
we chose to focus on one representative western country, the
Netherlands [51]. Including multiple countries would intro-
duce heterogeneity, for example, based on language differences
or translations of the questionnaire [36], which, in turn, makes
it substantially more difficult to interpret the classes found
through LCA [22].

Concerning the ethical dimension of our work, prior to
conducting the study, we completed a self-assessment form
supplied by our local Human Research Ethics Council (IRB),
which is used to assess the necessity of IRB approval prior
a dedicated ethics review. IRB granted approval without a
dedicated ethics review because we request explicit informed
consent, do not collect Personally Identifiable Information (PII)
of participants, and do not collect data that would make the
employer of respondents identifiable. Our informed consent
and privacy notice can be found in Appendix C.

B. Survey Responses

1) Sample size
We received 139 responses, resulting in a relatively low
response rate (6.32%). However, this is sufficient for our
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Figure 2: Overview of our Respondents’ Demographics

purpose, as Dziak et al. recommend a sample size around
N = 120 for medium effect sizes, and two class models, which
is what we mainly use in our study [22]. In fact, combined with
the qualitative answers, this already allows for observations
on the state of IIoT technologies in industrial companies: IIoT
appears to be a concept that is currently unfamiliar to Dutch
industrial companies. Based on the answers respondents gave
to the invitation to participate, it appears that IIoT is a deterrent.
For example, one invitee responded with “I do not know what
IIoT is.” Frequently, companies responded that they are not
yet using IIoT technologies (74.8%). However, current IloT
usage was not a requirement to participate (Section III-Al).
Based on these responses, we believe that we are in the early
stages of conducting research on the use of IIoT. Therefore,
our research provides an initial evaluation on where and how
to focus educational awareness initiatives.

2) Validation

Following data collection, we verified that all responses
are correct and complete. Furthermore, we verified that the
responses to our canary question on defining IloT were correct
(Section III). All respondents that indicated that they use IloT
technologies (25.2% of all respondents) correctly defined IIoT
technologies. In one case, we had to correct a response from
“Yes” to “No,” as the participant described an application of
IIoT that was not part of the production process (which we fo-
cus on), but it was used to improve the company’s operational
management. Concerning completeness, eight surveys were
incomplete and we rejected them (listwise deletion), resulting
in 131 responses that we can analyze.

Figure 2 shows an initial overview of our respondents’
demographics, and we provide more detail when we discuss
our results’ generalization later (Section IV-B3).

3) External Validity

We utilize industrial companies in the Netherlands as so
called “convenience sample” for our survey, due to the wide
availability of open data to support our survey [13] and existing
contacts to industry organizations useful for dissemination
(Section 1V). While this is common practice in behavioral
sciences and awareness research, it also means that we have
to validate whether our results generalize [77]. Therefore, we
first validate whether our sample generalizes, that is, whether

it has external validity [61] within its greater population
(the Netherlands). Subsequently, we use our control variable
(Section III-B3) to test whether there are significant differences
between companies from the Netherlands and outside of it.

C. Representativeness

We validate our sample population of N = 131 against data
published by the national statistics institute of the Netherlands
for the second quarter of 2018 [13]. At this time, the Nether-
lands had a total of 63,425 industrial companies. For a tabular
comparison between the general population and our sample,
please see Appendix B.

Our sample differs from the population distribution in terms
of company size and company age: the general population
is dominated by small (0-9 employees) companies, while our
sample shows a normal distribution. Concerning company age,
our sample is dominated by older companies (11 years or
older), while the population is normally distributed.

Unlike the general population, our sample is not dominated
by the producing sector, and our sample diverges toward
companies operating in the B2B sector. We can, however,
attribute these divergences to our focus on Industrial 10T:
Heavy industries and large-scale processing and production
companies are generally more established B2B companies, that
is, they are older and larger than disruptive B2C startups that
are often seen in the IT sector. Indeed, end-users are simply
far less likely to buy intermediate industrial products. Further-
more, companies may have not yet seriously considered IIoT,
preventing them from participating in our study. Therefore, in
some years time, a comparable future study may yield a more
diverse sample and a higher response rate, simply because it
is plausible that IIoT technologies play a more dominant role
then.

We conclude that while our sample diverges in some key-
aspects from the general population, these differences are
based on a high portion of industrial companies in our sample.
In fact, our analysis shows that more than a quarter (25.2%)
of our participants currently already use Industrial 1oT tech-
nologies in the production process. Furthermore, an additional
40.5% of companies in our sample plan to adopt Industrial
IoT technologies included in the production process within
the next year. Therefore, we conclude that our sample has
sufficient external validity for our study.

D. Principal Component Analysis

We perform Principal Component Analysis (PCA) to check
whether our scales measure the corresponding concept. The
PCA’s results give an indication of the validity of the mea-
suring scale and show whether the items included cover the
loading of the concept [6]. Specifically, we perform PCA to
identify the items that load on the same component, which
allows us to then create variables that better fit the data. The
formation of the new variables takes into account that some
items are more important and explain a larger part of the
component than the other items. These items have a higher
weight when calculating the factor score.



Before we perform PCA, we determine with the Kaiser-
Meyer-Olkin (KMO) test [1, 40] if we can apply PCA to our
sample, and given a KMO value of 0.734, we can use PCA
to investigate the four variables we focus on. Furthermore,
Barlett’s test is significant, showing that there is a high
correlation between the items, which is also necessary for
PCA [28]. We then perform PCA twice: First, on the four
questionnaire items that are related to willingness to receive
training, based on our scale (Section III-B2). Second, for the
part of the questionnaire that measures a company’s level of
IIoT risk awareness.

Consistent with our expectations, the analysis resulted in
one component with an eigenvalue greater than one. This
means, more generally, that the latent concept simplifies the
structure of the original data, while an eigenvalue less than
one would imply that the component explains less than the
original items themselves. Therefore, only one component
with an eigenvalue greater than one indicates that a one-
factor solution adequately represents the four questionnaire
items related to the willingness to participate in training.
Importantly, all component loadings are greater than 0.5 and
the communalities of the four items are greater than 0.25,
indicating sufficient convergent validity. The items’ loadings
are sufficiently high on the component and the component
explains a large part of the variance. This means that the
we can combine the four items (Question 4 through 7) to
one variable that covers the concept of willingness to receive
training. To this end, a factor score is automatically calculated
by SPSS based on the factor loadings [28].

We then performed a PCA on the nine items that are related
to the level IloT risk awareness of an industrial company
(Section III-B2). Our sample is suitable for PCA regarding
the nine propositions based on a KMO value of 0.671. The
Barlett test is also significant, which indicates a sufficiently
high correlation between the items to apply PCA. A first
PCA resulted in three components with an eigenvalue greater
than one. However, after using a Varimax rotation of the
factor structure, only one item’s (Table II, No. 6) loading is
sufficiently high on the third component. As the item does not
relate to the other eight items, we cannot use it to measure
the same concept, which is why we remove it from the data
set. The KMO value of the remaining variables increased to
0.673 as a result. Barlett’s test remains significant. A Varimax
rotation uncovers two interesting components with eigenvalues
exceeding one, from which we can infer that awareness of risks
is composed of two underlying dimensions. The component
loadings and communalities suggest that the items that belong
to the first dimension relate to the awareness of the current
situation and of the required actions to prevent the occurrence
of IIoT risks in the production process. We label this IIoT
risk awareness as “awareness of managing the production
process” (awarenessPP). The second dimension is composed
of items that relate to statements about the risks related to
combining legacy systems in the production process with IloT
technologies. We refer to this new dimension as “awareness of
the vulnerability of connecting legacy systems to the Internet”

(awarenessLegint). SPSS automatically calculates the factor
scores for both dimensions of risk awareness based on the
PCA’s components. Together, these two variables describe the
IIoT risk awareness of industrial companies.

1) Reliability Scale Constructions

Because PCA provides insight into the extent to which the
selected items are related to the latent concepts, the analysis
says something about the validity of the measuring instrument.
We perform a Cronbach alpha test for each variable found
with PCA to measure the reliability of our scale constructions,
that is, the inter-item reliability (i.e., whether you would get
similar responses when slightly changing a questionnaire’s
item’s wording). The items that, according to the PCA, concep-
tualize awarenessPP have o = 0.803, the ones that describe
awarenessLegInt, have o = 0.732, and the items that form
willingness to receive training have o = 0.785. All o values
are higher than 0.7, indicating adequate reliability. Therefore,
based on the Cronbach’s alpha test, there is sufficient coher-
ence between the items for a reliable scale construction [7].

E. Latent Class Analysis

We perform Latent Class Analysis (LCA) to distinguish ho-
mogeneous groups of industrial companies. Next, we describe
how we selected the latent classes, to what extent they can be
generalized, and how we interpreted them.

We set up six class models in LatendGold 5.1 based on
the three indicators (Section III-B2): willingness to adopt
IIoT, risk awareness, and willingness to participate in training.
We generate a series of class solutions, each one containing
one class more than the previous solution. We compare the
solutions on five criteria.

1) Criteria
a) Bayesian Information Criterion: First, we compare the
models on their Bayesian Information Criterion (BIC) values,
which is a criterion for model selection in which a balance
is made between the model fit and its parsimony [27]. The
model with the lowest value is the preferred model [57], and,
more generally, a low value indicates that the model has more
optimal balance between the model fit and parsimony.” The
model with two classes has the lowest BIC value (Table III)
and it is preferred over solutions with more classes, for which
the BIC value increases, thus, indicating these models are
worse solutions [15].

b) Akaike Information Criterion: Second, we investigate the
models’ Akaike Information Criterion (AIC). The AIC value
determines how well a statistical model fits to the data, that
is, it measures the amount of lost information (the risk of
overfitting and underfitting). The lower a model’s AIC value,
the better it fits compared to the other models. In contrast to
the BIC value, the AIC value decreases as we add more classes
until sixth class, with which it increases (Table III). Therefore,

2Parsimony refers to choosing simple explanations of a phenomenon over
complex explanations. In statistical analysis, this means that the model should
be as simple as possible and that the explanatory variables should only be
included if they contribute to the explanatory power of the model [15].



Table II: Responses to the likert scaled security awareness questions; strong disagreement (-2) to strong agreement (2).

No. Statement +2 +1 40 -1 =2 Plot (%)

1 I am aware for all systems in my production process whether they are connected to the internet or 3 5 23 56 44 .
not.

2 I am aware for all systems in my production process whether these are still supported by the supplier 1 13 38 51 28 —Ela
or by my own company (and therefore are or are not legacy systems).

3 Legacy systems in a production process are not more vulnerable to malfunctions (for example, 11 33 44 38 5 _mum
unintentional errors of own employees or external support staff) than other systems.

4 Legacy systems in a production process are not more vulnerable to malicious activities (eg hacks 16 37 43 28 7T mma
by criminals) than other systems.

5 I am aware for all systems and associated software in my company’s production process whether 2 30 35 52 12 .
they would be equipped for securely linking them to the internet.

6 When I run a system update, I have no good idea how it affects my production process. 4 35 38 47 7 mE

7 I know which party is responsible for providing system updates for the systems of my production 0 9 26 73 23 =l
process (connected to the Internet).

8 I know which party is responsible for performing system updates for the systems of my production 1 5 33 68 24 _ulla
process (connected to the Internet).

9 I know what to do in case the supplier of systems of the production process is no longer able to 4 30 47 43 7 -mm

deliver system updates.

Table III: Overview of the Bayesian Information Criterion
(BIC) values, Akaike Information Criterion (AIC) values,
Proportion of Classification Errors (PCE), Bivariate Residuals
(BVRs), which is significant for BVRs > 3.84, and the
Likelihood Ratio Statistics (LL2) to a one-class model for
models up to six classes. Recommended solutions are bold.

) =
2 s o £
2 A E
) o @ T
s g £ o
z BIC AIC PCE R & =~
1 13232047 1303.0784 0.0000 2 5 .
2 13187212 12755933 01065 O 1  35%
3 1329.6380 1263.5085 0.0358 0 4  16%
4 13493997 12602686 0.0333 0 3 20%
5 1367.0953 12549626 0.1371 0 0  25%
6 13924455 12573112 01740 0 0  28%

the model with five classes is the best fitting model according
to AIC.

c) Proportion of Classification Errors: Third, we analyze the
proportion of classification errors (PCE), which indicates the
probability that, given a certain model, a respondent will be
assigned to an incorrect class. Similar to AIC, the proportion
of classification error also provides an indication of how well
the model fits in comparison with the other models. Given the
proportions (Table III), the four class model has the fewest
wrong classifications.

d) Bivariate Residuals: Fourth, we examine the bivariate
residuals (BVRs). The BVRs measure the proportion of the
observed association between two variables that the model can
reproduce [87]. Simply put, the relation between the indicator
variables (e.g., the willingness to participate in training and
IIoT adoption intention) should be explained by the latent
class variables resulting from the model. The BVRs indicate
the dependencies between the indicator variables that are not
explained by the model, and, thus, their values should be small

for a well-fitting model. In fact, they should be lower or equal
to one [87], or the model should explain bivariate associations
between indicators at least 85% of the time. A significant
BVR value (> 3.84) refers to bivariate correlations between
variables that the model can not adequately explain [87], and,
hence, does not meet the local independence assumption. A
model that has no significant BVR values fits the data well.
In turn, the BVRSs helps to identify bivariate relationships that
cannot be explained by the model, and they can pinpoint the
model that is the better solution. This means that, depending on
the underlying latent class variable, there are no associations
between the remaining indicators. Compared to the one-class
solution, models with more classes have no significant BVR
values (Table III), that is, each model with two or more classes
meets the independence assumption. When one class is added
to the two-class model, all BVR values become less than one,
except one, which shows that the two-class model is a better
model than the one-class model. Introducing additional classes,
to three or four classes total, some BVR values are slightly
higher than one, but they all remain significant. On the other
hand, the BVRs of the five-class and six-class model are all
lower than one, and, thus, they are the best models measured
by their BVRs.

e) Likelihood Ratio Statistic: The final criterion that we use
is the reduction in the likelihood ratio statistic (L2). L2
represents the proportion of the observed relationships between
the indicators that the model cannot explain. The reduction
in L2 represents the extent to which the original association
between the indicators can be explained by adding a class.
Therefore, the reduction in L2 is a model performance measure
and it provides insight into what can be explained by adding
a class. A high reduction value indicates that adding a class
increases the explanation of the association between indicators.
The reduction in L2 is expressed by two times the increase of
the log-likelihood (LL) value associated with the model [87].
The L2 value of the two-class model has the largest decrease
compared to the one-class model. Thirty-five percent (35%)



of the coherence that exists between indicators in the one-
class model is created by adding an extra class (Table III).
The models with multiple classes explain relatively less of the
association between indicators. Overall, based on L2, the best
model is the two-class model.
f) Criteria Summary: Overall, based on the BIC value and the
decrease in L2, we can justify choosing the two-class model.
All models meet the independence assumption according to
the BVR values, thus, the criterion does not constitute an
obstacle. However, the BVR values of the five-class and six-
class models are below one, which indicates that a model
with five or six classes reproduces a larger proportion of the
observed association between two indicators than a model with
two classes. Since the BIC values of these model solutions
are considerably higher than those of the two-class model, the
two-class model is preferable because it has a better balance
between the model fit and parsimony. Generally, the BIC
values tend toward the selection of simple models, while AIC
values direct toward selecting complex models [28]. Therefore,
we may limit ourselves to an overly simplistic interpretation
and we might overlook relevant knowledge if we select the
model with two classes based on the BIC value. Indeed, the
AIC value provides a contradictory picture of the model that
has the best fit compared to the BIC value: it recommends
five classes instead of two. On the other hand, the proportion
classification errors are minimal for a model with four classes.
Fortunately, the four-class model is a compromise between
the best models based on the BIC and the AIC values,
and it satisfies independence. Therefore, in addition to an
interpretation of the two-class model, we also examine whether
a distribution of companies over four classes yields additional
insight.

2) Significant Indicators

Before we investigate the individual classes, we check
for significance of the underlying indicators. The Wald test
shows if the indicators are statistically significant [87]. If
the indicator’s Wald value is not significant, then it does
not cause a significant difference between the classes found.
In this scenario, it is unlikely that there is a relationship
between the latent class and the specific indicator in the
population. The test’s null hypothesis is that all parameters
related to the indicator are equal to zero in the population.
The alternative hypothesis states that at least one parameter
is not equal to zero in the population. We accept the null
hypothesis if p > 0.05. For a nominal variable, both the
Wald test value and the corresponding p-value relate to all the
categories of that variable [87]. The test results show that only
awarenessPP (p = 0.16) is not a significant indicator for the
two-class model. Based on these results, we infer that the class
variables and awarenessPP are not related in the population,
that is, the indicator variable awarenessPP does not causally
explain the class variables, and, thus, it does not predict class
membership. However, because awarenessPP may become
significant when we add covariates to the model (e.g., because
there may be interactions with a company’s size), we cannot
remove the variable from the model just yet. All indicators are

significant when considering the four-class model. Therefore,
the expectation is that there is a relationship between all the
indicators and the class variables in the population.

3) Two-Class Model

We examine the two-class model based on the BIC value for
the various models, that is, we examine how the four indicator
variables (as we split IIoT awareness into two dimensions (Sec-
tion IV-D); i.e., intention to adopt IIoT, willingness to engage
in education, risk awareness concerning legacy systems, and
risk awareness concerning the production process) explain the
latent class variables. Independent of the indicators, meaning
the unconditional distribution, a slightly larger proportion
belongs to the first class (52.6%), than to the second (47.4%).

Considering the conditional probability, we take the indica-
tors into account. The percentage for willingness to adopt IIoT
refer to conditional chances showing how the classes relate
to the indicator variable. Naturally, the sum of both classes
is 100%. Seventy percent (70%) of companies in the first
class are willing to adopt IIoT technologies to improve the
production process. For companies in the second class, the
probability to be prepared to adopt IloT technologies is eight
percent (8%). As willingness to adopt has a significant Wald
test value, the relationship between willingness to adopt and
the class variables also holds for the population.

Indicators that are continuous, such as the willingness to
participate training, awarenessPP, and awarenessLegInt show
an average per class and do not represent probabilities. The
willingness to participate in training is much higher in first
class than it is in the second class (Figure 3a). The Wald test
value is significant at p = 1.1e7%. On average, companies
that belong to the first class are more willing to participate
in training. This aligns with their willingness to adopt IoT
technologies to improve the production process. In fact, for
both classes, the indicators of willingness to adopt and will-
ingness to participate in training correlate strongly with each
other (Figure 3a). Companies in the second class reject the
idea of adopting IIoT technology, and, unsurprisingly, pursuing
training on Ilol. They also score higher on the awareness
components than the companies in the first class, that is,
awarenessPP and awarenessLeglnt.

The chances that companies in the first class are ill prepared
to include IIoT in the production process is relatively high
based on awarenessPP = —0.1536 and awarenessLeglnt
= —0.2139. Fortunately, they are also open to participate in
the necessary training (0.6637) to support their willingness
to adopt IIoT (69.7% plan to adopt IIoT). Companies in the
second cluster hold an opposition position: While they are
rather well equipped to deploy IIoT (awarenessPP = 0.1708
and awarenessLeglnt = 0.2378), ninety-two percent (92.0%)
reject the idea of adopting IIoT, associated with a rejection of
participating in IIoT training (—0.7381). We conjecture that,
companies in the second class are more aware of the risks of
IIoT and, for that reason, are less willing to adopt IIoT in their
production processes.

Therefore, we interpret the first class as a group of compa-
nies that is willing to use IIoT technologies in the production
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process and that would like to know more about the asso-
ciated risks in dealing with IIoT technologies, but they are
currently relatively unaware of the risks involved. Therefore,
we label members of the first class “risk-unaware IloT-willing.”
Companies that are more aware of IloT-related risks are in
the second class, and they seem to have little desire to adopt
IIoT technologies or to participate in training concerning IIoT.
Correspondingly, we label members of the second class as
“risk-aware IloT-averse.”

An important take-away for future security research from
our observations is that the landscape for IIoT is split: On
the one hand, companies see major practical challenges in
adopting IIoT, and future research should attempt to investigate
how these issues can be addressed. On the other hand, we
must educate the companies that are willing to adopt IIoT, but
that are currently unaware of security implications surrounding
IIoT, so that they can assess their situation properly, for
example, to prevent security incidents due to the unintended
exposure of insecure IIoT equipment [19].

4) Four-Class Model

In addition to the two-class model, the model with four
classes also fits the data reasonably well. The profiles of the
four homogeneous groups of companies (Figure 3c) consist
of one class similar to the first class from the two-model
(68.9% of companies) and three classes that further break
down the “risk-aware IloT-averse” class (15.5%, 9.3%, and
6.3% of companies).

Companies in the first class are willing to adopt IIoT
technologies in the production process within the next year,
and, as for the two-class model, they are willing to participate
in training, but they remain relatively oblivious about the
security implications of IIoT (Figure 3c). The opposite is the
case for the second, third, and fourth class. In fact, we observe
a similar difference in the willingness to participate training,
which reinforces our conclusion from the two-class model
(Section IV-E3): Companies that are willing to participate in
training and show willingness to adopt IIoT are not aware of

the risks associated with it, while companies that are aware of
the risks are opposed to adopting IIoT.

Based on the derived knowledge about the four classes
(Figure 3c), we label the first class again as “risk-unaware
[loT-willing.” In addition to this class, we now find two classes
(Class 2 and 3 in Figure 3c) of companies that are similarly
risk-unaware, but are also highly IIoT averse and largely
reject the idea of participating in training concerning IIoT.
Interestingly, contrary to the two-class model, we observe a
difference in both awareness components for companies in the
second and third class. Both classes score higher on one of the
two awareness components and lower on the other component
than the respondents in the first class: the second class scores
higher on awarenessPP but lower on awarenessLegInt, and the
third class scores lower on awarenessPP but higher on aware-
nessLegInt. This shows that it is important which component
of awareness is measured when companies are compared to
how aware of IloT risks they are. Based on this difference,
we label the second class as ‘“risk-aware for managing the
production process while legacy risk oblivious and IoT-averse,”
and the third class as “risk-aware for legacy systems while
production process risk oblivious and IoT-averse.” The fourth
class is highly risk aware, both for the production process as
well as for connecting legacy systems to the Internet, and we
label it as “highly risk-aware and IloT-averse.”

The results of our four-class analysis indicates that we
can further diversify the IIoT averse groups from two classes
to four classes by differentiating those that lack a sufficient
background on IIoT security, and probably IIoT in general,
while also not planning to adopt IIoT. These groups that are
not overly important for security researchers: While further
awareness campaigns should cater toward them, they pose
no imminent danger. In contrast, we find companies of the
third class are dangerously unaware of the implications of
connecting legacy systems to the Internet, which can cause
immediate harm if they adopt IloT, because they might ac-
cidentally expose IIoT devices when they deploy IloT while
only focusing on the potential risks for the production process.



Finally, the fourth class has outstanding awareness for issues
around IIoT. Further studies should leverage members of this
cluster to gain insight into the practical problems companies
face when rolling out and adopting IIoT.

5) Covariates

Next, we examine if variables can explain class membership
by looking at covariates, which are characteristics that are
expected to influence class membership. Without investigat-
ing covariates, the division of class membership is constant.
Specifically, we assume that a company’s properties could
predict class membership (Section III-B1), for example, that
a large company might be more likely to be part of the first
class. Effectively, we create a regression model that predicts
class membership by adding covariates.

The only covariate with a significant impact on class mem-
bership in the two-class model is the company’s size (Wald
value of 0.0031). For example, we see a that there is only a
10.72% likelihood for a company from the first class to have
less than 10 employees, while it is 29.67% for the second class.
This is a reduction of 50.4% compared to the model without
size as a covariate. This trend continues for companies with
10 to 49 employees (19.18% for the first class compared to
42.75% for the second class with a 39.9% decrease for the first
class), and it turns for larger companies. For companies with
50 to 249 employees, the likelihood to be part of the first class
increases by 48.2% (a likelihood of 47.94% of companies in
the first class, and likelihood of 18.15% for companies in the
second class), and it increases for companies with more than
250 employees by 42.1% to 22.16% for the first class and to
9.44% for the second class.

The variables company market, company sector, and com-
pany age (Section III-B1) do not predict class membership be-
cause their Wald test’s p-value are not significant for p = 0.05.
If we add the variable production to the two-class model with
covariates, the company size is no longer significant with
p = 0.28. This means that when examining the effect of the
production type, company size has no unique effect on the
class membership. Therefore, the distribution of this variable
in the population will be the same for all classes. For the four-
class model we do not find any covariates that significantly
predict class membership in the population. Adding these
covariates does not produce any difference in the distribution
of companies over the classes.

F. Summary and Discussion

In our survey of 131 industrial companies, 25.2% of compa-
nies have adopted IloT in the production process already, and
nearly 40.5% of companies want to adopt IIoT technologies in
the next year. Fortunately, our two-class and four-class results
show that the companies that are willing to adopt IIoT are also
more willing to participate in training. However, at the same
time, these companies are less aware of the risks of linking
IloT with legacy systems and the importance of updating
systems that are involved in the production process. This could
lead to (catastrophic) security incidents, and, thus, requires
educational efforts to mitigate them. We note that our covariate

analysis revealed that smaller companies are significantly more
likely to fall into the ‘“risk-aware IloT-averse” class, while
bigger companies are more likely to be “risk-unaware IIoT-
willing.” This means that educational activities for small and
medium companies should focus on teaching them how to
effectively mitigate risks, while training programs for larger
companies should focus on correctly assessing the potential
risks of IIoT for the production process and from legacy
devices.

However, our results also indicate that we should not de-
velop educational activities on the management of IloT in
the production process in general. Instead, we should focus
on addressing the risks associated with specific sub-topics
because it increases the educational efforts efficacy. Luckily,
because companies score differently on the awareness compo-
nents (Section IV-E4 and Figure 3c), we can target educational
and awareness activities related to IIoT. For example, in the
four-class model, the third class is more aware of the risks
associated with connecting legacy systems to the Internet
but largely unaware of risks associated with the production
process, while the second class exhibits the opposite level of
awareness. Therefore, in terms of time, companies from the
third class benefit more from education on risks associated
with the production process, while companies from the second
class benefit more from training on the risks of connecting
legacy systems to the Internet. Overall, our results show where
and how to focus educational activities related to IIoT risk
awareness.

V. RELATED WORK

In this section, we position our research and compare it to
related work in the areas of Industrial IoT Adoption & Security,
Practical Attacks on Industrial IoT, and research on Security
Awareness.

A. Industrial IoT Adoption & Security

Sadeghi et al. found that security consideration represent
the highest barrier when it comes to Ilol adoption [69].
Recent attacks leveraging IoT devices [67], numerous data
breaches [41] and large-scale incidents involving consumers’
devices [76] may have further contributed to the reluctance
of adopting IloT. Thiagarajan et al. further identified that
stakeholders often struggle in deciding between real and per-
ceived challenges. Stellios et al. investigate prominent attack
paths for IIoT systems. They conclude that (Industrial) IoT
devices introduce new threats when they are introduced, mostly
due to their integration with other systems, misconfiguration
opportunities [19], and poor security design choices [79].

Security considerations are not the only adoption barrier
for IIoT. Other challenges concerning the integration of IIoT
technologies include technical issues, such as connectivity,
compatibility and longevity, or availability of standards [52],
as well as human factors, like insufficient willingness of users
to adapt to new technology [71]. Especially standardization is
a major issue, as companies in different sector are regulated
by different institutions that demand compliance with basic



requirements, yet, manufacturers bring devices to the market
that lack basic security requirements [52].

B. Practical Attacks on Industrial IoT

Quarta et al. conducted a security analysis of an industrial
robot controller [64]. They found that the system suffers from
serious security issues in its design in addition to opportunities
for misconfigurations. They outline several stealthy attacks
to alter the robot’s operations in ways that impact produc-
tion without being immediately noticeable. DeMarinis et al.
published a technical report that discusses industrial robots
exposed over the Internet [18]. They find several cases of
industrial robots that could be controlled remotely via the
Internet, requiring no additional authentication.

Earlier work largely focuses on automotive security, which
is comparable to IIoT in so far as that computerization is
introduced for (mostly) physical control in an equally sensitive
area to industrial systems. Koscher et al. [44] and Checkoway
et al. [14] conduct analyses of automotive security and they
discover it to be in a similar dire state as IIoT security: poor
design choices, insufficient isolation, and not incorporating the
impact of networked devices lead to vulnerable systems. Their
results are comparable to those of Quarta et al. nearly seven
years later for an IloT system [64].

The first major incident involving IIoT systems was the
Stuxnet attack that targeted industrial control systems by
Siemens that monitor and control industrial processes. The
attack caused centrifuges that were used to enrich uranium in
nuclear power plants in Iran to tear themselves apart, which
highlights that IIoT invites new types of attacks, requires com-
plete awareness of the environment, and introduces new threat
models [10]. Indeed, Rochetto & Tippenhauer outline new
threat models in the context of IIoT, based on the capabilities
for users, cyber-criminals, hacktivists, insider attackers, nation-
state attackers, and terrorists [66].

C. Security Awareness

Users’ information security awareness is traditionally well
connected with their willingness to follow security poli-
cies [12]. Still, high security awareness may in fact lead to
an aversion of technologies, if the perceived risk is too high,
or the benefit of using a technology is not clear enough [60].
In fact, too high of a perceived risk may even lead to straight
out rejection of technology [38]. The canonical example our
time are likely IT professionals avoiding to use services as
end-users, like social media [46].

Asplund & Nadjm-Tehrani investigate perceived IoT se-
curity in critical infrastructures using a limited interview
sample [4]. They find that risk perception is not consistent
among stakeholders. However, as in their sample focuses on
critical service availability (water, power, etc.) is the major
asset, IT security risk awareness is not a major issue. As
such, they remain observational in this matter, noting that—
in general-risk awareness is medium to low. We extend on
this work and provide insights into the connection between
risk awareness and adoption willingness.

D. Summary

In this paper, we provide the first study comparing IloT
security risk awareness, willingness to adopt, and willingness
to invest in additional training and support to improve IIoT
security. Our findings extend prior work, and conform to
expectations following earlier studies with end-users. Further-
more, we answer the question of how educational awareness
activities should be focused to improve the security posture of
industrial companies that want to adopt IIoT.

VI. LIMITATIONS

As common with empirical research, our study has some
limitations, which we believe are important to share with
the research community. While we are able to explain the
differences in the distribution of companies’ demographic
factors between our selected population (Dutch companies)
and our sample, future research should evaluate the accuracy of
our explanation. The fluctuations we observe could also stem
from our recruitment process: We specifically used contacts to
a major industry organization, and larger and older companies
are more likely to be affiliated to a trade association than
startups. Similarly, our participants were self-selected, which
yields a potential self-selection bias: respondents with higher
interest in IoT may be more likely to participate in the study.
Further, there is a potential self-reporting bias: especially
respondents that have very low knowledge on IoT may in
fact lack the ability to reflect on their level of awareness on
IoT risks. Therefore, we suggest to investigate other methods
to recruit participating companies, for example, collaborating
with a national statistics bureau.

From a general standpoint, one might consider our sample
size N = 131 a limitation. However, we did not survey
individuals but companies, which generalize far better from
comparatively small sample sizes due to their typically higher-
quality answers than individuals [55], and our sample size
is in the range recommended by Dziak et al. for studies
like ours [22]. Furthermore, we found that only the variable
awarenessLeglnt (awareness of the potential vulnerabilities
and risks when connecting legacy systems to the Internet) had
a significant relationship with the two classes, and, because
IIoT risk awareness is based on only two items, the compo-
nent’s measurement is limited.

Finally, the field of IoT and IIoT is in constant flux. Our
dataset has been collected in 2018, nearly two years before the
publication of this paper. The field may have developed from
the snapshot we observed as the basis for our research. Hence,
we recommend periodically revisiting our research questions,
to get a continuous picture of these developments.

VII. CoNcLUSION

While technological solutions for Internet-of-Things secu-
rity are advancing rapidly, the human and operational com-
ponent have received limited attention. In this paper, we
examine the degree to which industrial companies are aware
of Industrial IoT security risks, and how this interacts with
their willingness to adopt IIoT technology and invest into



training. Employing LCA over a sample of more than 130
Dutch industrial firms, we identify two classes of companies
along these three dimensions.

We find that the degree of awareness differs among the
companies in our sample, and that we can target educational
awareness programs based on these observations. We argue
that risk identification awareness programs are most likely to
have a lasting impact on IIoT security when focused on firms
that are: (i) interested to adopt IIoT, (ii) not yet aware of
IIoT security threats, and (iii) willing to engage in awareness
programs. In addition, risk mitigation awareness programs
should focus on companies that are already aware of the
threats and limitations of IIoT to enable them to adopt this
technology. We note that the major obstacle here is that these
companies do not have a high willingness to participate in
such activities. However, our extended, four class model, also
provides insights into a group of highly risk aware companies,
which is a starting point for designing appropriate training
material. Furthermore, we find that small companies are more
likely to to be risk-aware organizations, while larger compa-
nies tend to be less risk-conscious. Hence, especially larger
companies need to invest in trainings to identify risks of IloT
before deploying these technologies to prevent unforeseeable
consequences.

A. Future Research

The Netherlands are a typical “Type I”” culture (individualis-
tic, weak uncertainty avoidance, and low long-term orientation)
in terms of technology adoption, and they are comparable to
other “Type I countries like the U.S., Australia, Germany, or
Canada [51]. Hence, we plan a follow-up study on a classical
“Type II” culture (collectivistic, strong uncertainty avoidance,
as well as high long-term orientation), for instance, Japan,
Korea, or Taiwan would be required to investigate how cultural
perspective may affect our model. We discovered the groups
“risk-aware IloT-averse” and “risk-unaware IloT-willing” in
the two-class model (Section IV-E3), and future work should
investigate if this difference in II0T risk awareness may be the
underlying cause of the difference regarding the willingness
to adopt IIoT in the production process, and the willingness to
participate in training. Similarly, it is important to investigate
whether companies have a high risk awareness because of
prior IIoT security incidents, which could also lead to a higher
adoption averseness.
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APPENDIX

A. Statistical Analysis Techniques

In this paper, we survey industrial companies through a
questionnaire that we analyze through Principal Component
Analysis (PCA) and Latent Class Analysis (LCA). Following,
we provide a brief high-level overview about each technique.

1) Principal Component Analysis

We measure the concepts of our study through a number
of questionnaire items (Section III). We validate that they
measure the concept of our study through Principal Compo-
nent Analysis (PCA). The idea behind PCA is to reduce the
complexity of a model by discovering its principal components.
To do so, PCA identifies the correlations between the measured
items [86]. Based on the correlations, we can then reduce it to
one or more variables that simplify the model [39]. Naturally,
the chosen number of variables may not explain the original
model entirely (only if some items in the original model were
redundant, or if the number of principal components equals
the number of items in the original model), but it explains a
large proportion of the variance of the original items based
on the principal components [47]. Therefore, by doing so, we
can investigate whether a collection of items models the right
concept [28].

This also means that PCA makes it possible to describe a
set of items through fewer relevant components [47]. As the
results provide insight into the extent to which the selected
items cover the concept, the analysis gives an indication of
convergent validity (i.e., whether a set of items measures
the same concept) and discriminant validity (i.e., whether
items distinguish different concepts). To test the reliability of
our constructions, we also perform a Cronbach’s alpha test
to evaluate if the internal consistency is sufficient, with a
threshold value of o = 0.7 [7, 58]. After we establish validity
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Table IV: Comparison of Company Demographics between the
General Population and Our Sample.

Company Demographic Population  Sample
B2C 39.27% 3.05%

Customer Base B2B 48.19%  81.68%

Both 12.53%  15.27%

Yes 1.36% 7.63%

Type  ICT Sector No 98.64%  92.37%
Production 65.56%  22.90%

Production Type  Processing 7.10%  48.86%

Other 27.35%  28.24%

0-9 Employees 86.68%  19.85%

Size 10-49 Employees 9.51%  30.53%
50-249 Employees 3.17%  33.59%

250+ Employees 0.65%  16.03%

0-5 Years 35.37% 5.34%

Age 6-11 Years 26.71% 6.11%
11+ Years 37.92%  88.55%

and reliability, we aggregate scores for each concept by taking
the average of the corresponding indicators.

2) Latent Class Analysis

We perform Latent Class Analysis (LCA) on the computed
aggregated scores for each concept. LCA is a statistical method
that allows identifying unobserved classes of respondents in a
dataset by analyzing the observed indicators. The classes indi-
cate homogeneous groups of respondents. LCA thus offers the
possibility to divide data into homogeneous subgroups [50].

One way to describe LCA is that it fits the number of
classes to the data. Prior to analysis, it is unknown how many
reasonable homogeneous groups the data has. We add classes
to the model to the point where adding an additional class no
longer contributes to a significantly better model fit, where a
better model fit means that the homogeneity within the groups
is higher, while it is smaller between groups. Ultimately, the
goal is to find the model that maximizes the homogeneity
within the groups and the heterogeneity between the groups.

In addition to LCA, we perform Wald’s test to evaluate if
the effect of individual variables is significant and, therefore,
whether the variables add to the statistical model [68]. For
our research, the Wald’s test examines if a class has indeed a
significant relationship with the indicators [87].

B. Data Representativeness

Please see Table IV for the tabular comparison of our sample
and the general population in the Netherlands.

C. Questionnaire

Our questionnaire uses the following structure: Circles denote
single selection answers. Tables with circles denote single
response per row. Questions without selections allow free text
answers.

Please note: The survey was conducted in a foreign language.
The questionnaire was translated by the authors.

Research Goal

The Internet of Things (IoT) connects devices and machines to
the Internet, so that sensor data can be collected and exchanged

with other devices. IoT provides advantages, such as increased
efficiency and productivity of the production process. At the
same time, Industrial IoT introduces new risks associated with
connecting existing production processes to the Internet. [Sen-
tence removed for anonymity. ] Therefore, better understanding
the level of awareness of industrial companies concerning the
adoption of Internet of Things (IoT) applications to augment
and improve their primary production processes is crucial.
In general, Industrial IoT encompasses machines’ Internet-
connected that produce useful data and communicate to other
machines or external parties, such as the machine supplier.
For example, an air conditioning system in an office may be
connected to the Internet via IoT applications.

In order to enable industrial companies to successfully deploy
and use IoT, we aim to provide the federal government with
insight into how to develop and implement the most effective
education and awareness activities. These activities aim to
increase risk awareness when connecting existing production
systems to the Internet via new Internet-connected technolo-
gies. With your participation in this survey, you contribute
to more effective policy making for supporting industrial
companies in the adoption of IoT in their production processes.
Instructions and Privacy Notice

« Please select exactly one answer per question or state-
ment.

« Please answer all questions (1 through 13).

« The expected time commitment is 4 minutes.

« All answers will be stored and processed anonymously.
Analyses and reporting occurs at the aggregated level only,
individual participants cannot be inferred.

« Upon completion of the survey, you can opt-in to receive
our complete research report upon publication.

I agree to the following by clicking “Continue:” 1 declare that I

have been informed in a clear manner about the nature, method,

purpose, and burden of the research I am participating in. I

know that the data and results of the research will be disclosed

to third parties in anonymized form. I voluntarily agree to

participate in this study. I understand that I retain the right

to withdraw my participation in this research at any time and

without cause.

Survey

1) An IoT technology is a hardware or software compo-

nent within the production process that is connected to
the internet and collects and exchanges data with other
devices, allowing intelligent actions to be carried out.
This with the aim of optimizing the production process
and increasing its productivity. Consider, for example,
vibration sensors in a machine of the production process
of a candy manufacturer, which measure when a piece
of metal from a machine is about to fall into the candy.
With a changing vibration frequency, the data can be sent
to the central data center such that employees are alerted.
Does your company already use IoT technologies within
the production process? Write down yes or no below. If
yes, briefly describe what it is.



Table V: To what extent would you agree with the following statements?
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I am aware for all systems in my production process whether they are connected to the internet or not. O O O O O
I am aware for all systems in my production process whether these are still supported by the supplier or by my own company O O O O O
(and therefore are or are not legacy systems).
Legacy systems in a production process are not more vulnerable to malfunctions (for example, unintentional errors of own O O O O O
employees or external support staff) than other systems.
Legacy systems in a production process are not more vulnerable to malicious activities (eg hacks by criminals) than other O O O O O
systems.
I am aware for all systems and associated software in my company’s production process whether they would be equipped for © O O O O
securely linking them to the internet.
When I run a system update, I have no good idea how it affects my production process. O O O O O
I know which party is responsible for providing system updates for the systems of my production process (connected to the O O O O O
Internet).
I know which party is responsible for performing system updates for the systems of my production process (connected to the O O O O O
Internet).
I know what to do in case the supplier of systems of the production process is no longer able to deliver system updates. O O O O O

2) Is your company planning to purchase IoT technology for O Rest of the world.
the production process in the coming year (in addition

to any IoT technologies already used in the production O Less than 10 employees.

process)? O Between 10 and 49 employees.
O Yes. O Between 50 and 249 employees.
O No. O More than 250 employees.

3) Please respond to following statements about dealing with
systems in the production process. See Table V.

10) How old is your company?
O Less than 5 years.

4) 1 want to free and commit __ hours per week for O Between 5 and 11 years.
education and awareness programs for IoT technologies. O More than 11 years.
O 0. O L O 2. O 3. O 4.

5) 1 prefer not to spend any money on education and

awareness programs for IoT technologies. O Consumer market

O Business market

O I strongly disagree. O Both

O I disagree.
O I neither agree nor disagree.
O T agree.

O I strongly agree. O Yes.

6) It is not useful for my company to use education and O No.

awareness programs for IoT technologies.
O I strongly disagree.

O I disagree.

O I neither agree nor disagree.

O I agree.

O I strongly agree.

CEsSes.

7) Education and awareness programs for IoT technologies O Other.

are too complex for my company to participate.

13) What does your company primarily produce?

9) How many employees does your company have?

11) To whom do you supply products or materials?

12) Does your company mainly operate in the Information
and Communication Technology (ICT) sector?

O Materials, such as industries that rely primarily on
chemical, biochemical, mechanical, or physical pro-

O Discrete products, such as manufacturing industry of
objects and other packaged products.

14) (Optional) Your participation is truly appreciated. To

O I strongly disagree.

O I disagree.

O I neither agree nor disagree.
O I agree.

O I strongly agree.

8) Where is the head office of your company located?

O Netherlands.
O Europe.

thank you, I would like to offer you an IoT-related
pleasantry. I am also prepared to give you access to the
report with research results, based on a large number of
comparable companies. If you are interested in this please
leave me an email address where I can send it to:
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